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A New Affine Transformation: Its Theory and Application to Image Coding
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Abstract—The fractal image coding technique has attracted a
degree of interest for its low bit rate. But the reconstructed image
is of medium quality. This problem has prevented the fractal
technique from being practically used. In order to improve the
compression fidelity, a new affine transformation is proposed in
this paper. Meanwhile, its contractivity requirement is analyzed,
and the optimal parameters are derived using the least square
method. The new affine transformation has been practically used
in image coding. Experiments show that the PSNR can reach
28.7dB at a compression ratio (CR) of 16.4 for the 256�
256 � 8 “Lena” image. Comparison with other fractal coding
schemes shows that the new affine transformation can improve
the reconstructed image quality efficiently.

Index Terms—Affine transformation, digital impage compres-
sion, fractal image coding, iterated function system.

I. INTRODUCTION

I T is in the past few years that fractal theory was applied
in the field of image coding. In 1988, Barnsley and Sloan

proposed using fractals generated by the (IFS) to encode or
compress images [1]. But the first automatic robust block-
based fractal image coding scheme which can compress any
digital monochrome image was proposed by Jacquin in 1990
[2]. After that, some other papers which are related to fractal
image coding were published [3]–[9]. But most of them are
based on Jacquin’s scheme.

However, experiments show that the fractal reconstructed
image is of medium quality. The best result reported in [2] is
that the PSNR 27.7 dB and the bit rate 0.68 bpp for 256

256 6 “Lena” image. In [2], some measures, such as the
two-level partitioning technique, have been used to improve
the fidelity. If only one-level partitioning is used, the PSNR
will be even lower. The problem has attracted a degree of
attention.

In this paper, a new affine transformation is proposed to
improve the image quality. Its contractivity requirement is
also analyzed, and the optimal parameters are derived. Finally,
some experimental results and a comparison with other fractal
coding schemes are presented.

II. THE MATHEMATICAL PRINCIPLE OF FRACTAL CODING

Let denote a complete metric space. The elements of
the space are digital images.is a given metric. The original
image is one element of the space. The fractal coding
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procedure of is to construct a transformation ,
which satisfies the following conditions.

1) For any
where

2) .

From condition 1), we know that is a contractive transfor-
mation. Thecontractive mapping fixed point theoremensures
that has a unique fixed point, and the fixed point can be
found by iteration of . Condition 2) tells us that is an
approximate fixed point of . So can be reconstructed
by applying on any initial image iteratively. If can
be stored compactly, then it is called the compressed data of

. Therefore, is compressed.
In practical use, it is difficult to construct such adirectly.

It is usually constructed by the union of a series of contractive
affine transformations.

(1)

where is the th contractive affine transformation, is the
total number of the affine transformations, and

(2)

where .
The performance of fractal image coding mainly depends on

the affine transformations. In the next section, we will propose
a new affine transformation.

III. T HE NEW AFFINE TRANSFORMATION

The new affine transformation we propose is

(3)

denotes the coordinates of a pixel to be transformed,
denotes the pixel intensity of , denotes the

coordinates of the pixel transformed, denotes the intensity
of , and are parameters of the affine
transformation.

The affine transformation used in Jacquin’s scheme is only
a special case of (3) that [9]. Obviously,
it is a linear one containing only a scaling and an offset.
Its approximation ability is quite limited. The new affine
transformation generalizes the pixel intensity approximation,
so it can provide a better approximation.
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For convenience of the following discussion, we rewrite (3)
as (4)

(4)

where

A. The Contractivity Condition of the
New Affine Transformation

In order to make the decoding procedure converge, the affine
transformation must be contractive. So we must discuss the
contractivity condition of the new affine transformation. First,
we introduce the definition of contractivity.

Definition 1: A transformation is said to be contractive if,
for any two points and , the distance

where .
In this paper, for any vector , the

vector norm used is

and the distance measure is

for any two vectors

Next, we give a theorem about the contractivity of the new
affine transformation.

Theorem 1: Suppose we already know that is a contrac-
tive transformation (in a practical coding procedure,maps
a large block onto a small one, so the condition is usually
satisfied); if , then transformation (4) is
a contractive transformation, where is the derivative of

. is the absolute value of
Proof: For any two vectors ,

, the transformed vectors are
. Then

For to be a contractive transformation, according to the
definition of contractivity, there exists an ,
which satisfies

In terms of the Lagrange mean-value theorem,

where

So

Let

so

Thus, the transformation is contractive.

IV. A PPLICATION OF THE NEW AFFINE

TRANSFORMATION TO IMAGE CODING

A. The Coding Scheme

Let be the original image. We assume that the size of
is 256 256 8. Before compressing, we subtract

128 from all pixels of the image. This ensures that the
sum total of the pixels is approximately zero. is first
partitioned into 8 8 range blocks and 16 16 domain
blocks which are denoted as and

, respectively. This is similar to [2],
but only one-level partitioning is used in our experiments.

For any range block , we search for a suitable affine
transformation and a domain block to satisfy the
following equation as well as possible.

(5)

That is to say, we must find a suitable and to make
and be similar to each other.

The affine transformation maps a 16 16 domain
block onto a 8 8 block, rotates or reflects the block, and
processes the pixel intensity. All of the above functions are
determined by the coefficients of the affine transformation,
but the coefficients are difficult to determine, quantize, and
store. Usually, we replace with a equivalent compound
transformation:

(6)

So (5) changes to

(7)

where is the – plane contractivity transformation which
maps onto a 8 8 block, and is one of the eight rotation
and flip operations proposed in [2]. is the pixel intensity
processor. Let be the th pixel intensity of . Then
the th pixel intensity of is . Let denote
the th pixel intensity of . Then the coding procedure of

is to select a suitable to minimize the following
distortion:

error (8)

where is the total number of pixels in the range block.
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When , and are found, we store the parameters.
Then the range block is encoded. When every range block is
encoded in turn, the original image is encoded. Next,
we will discuss some problems about the determination and
storage of the parameters.

B. The Optimal Parameters

In transformation (3), can be any form. In our experi-
ments, . So the distortion (8) changes
to

error (9)

The parameters should minimize the distortion.
Next, we use the least square method to determine the pa-
rameters. According to the least square method, we get the
following equation group.

error

error
(10)

Solving (10), we get the optimal parameters

(11)

where

After are calculated, we must verify if the
parameters satisfy the contractivity condition mentioned in
Theorem 1. Sometimes, the parameters do not satisfy the
contractivity condition.

According to Theorem 1, should satisfy the fol-
lowing equation

(12)

(a)

(b)

(c)

Fig. 1. (a) Distribution curve of�1. (b) Distribution curve of�2. (c)
Distribution curve ofo.

Therefore

(13)

where is the pixel intensity of the block . Every
pixel of the block must satisfy (13). If we examine
every pixel, the computing is too complex. Analyzing (13),
we find that it is equivalent to the following two equations:

(14)

(15)

where and are the maximum pixel and the minimum
pixel of the block , respectively.
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Fig. 2. 256� 256� 8 original image “Lena.”

Fig. 3. Decoded image using the traditional method (one-level partitioning).

If do not satisfy (14) and (15), the group of
parameters cannot be used; we will compute the next optimal
parameters, and examine their contractivity.

When the parameters are calculated and examined, we will
quantize and store them.

C. The Quantization of the Parameters

When which satisfy (7) are found, we must
quantize and store the parameters. The parameters needed to
be stored are the position information of , and the rotation
and flip operations , .

The bit allocations are as follows.
1) The position information of .
The size of the original image is 256 256, and the

neighboring domain blocks separate four pixels, so it needs
bits to store the coordinates of the domain blocks

.
2) The rotation and flip operation.
There are eight kinds of rotation and flip operations, so 3

bits are needed to store it.

Fig. 4. Decoded image using the method presented in the paper (one-level
partitioning).

are difficult to quantize. Next, we discuss their
quantization.

The distribution curves of obtained from the
compression of the “Lena” image are shown in Fig. 1(a)–(c).

3) From Fig. 1(a), we find that most of varies between
1.5 to 1.5. so we quantize it in the following way.
If , then

where is a function which takes the integer
nearest to its variable. Obviously, it needs 5 bits to store it.

If or , then let SIGN
where

SIGN
if
if

takes the absolute value of . Then, as for , its
distribution property is similar to . So we can use the above
method to quantize it, but this time, the flag code
should be placed forward.

4) From Fig. 1(b), we find that most satisfy

(16)

So, we can use a similar method to quantize and store.
5) From Fig. 1(c), we find that most distribute between
128 to 127. So if then

(17)

This needs 8 bits to store it. If or , we
can use a similar method to 3), but the flag code
should be placed forward.

V. EXPERIMENTAL RESULTS

Experiment 1: The first experiment is used to test if the new
affine transformation can improve the image quality. The orig-
inal image used is the 256 256 8 standard image “Lena”
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Fig. 5. Unconverged reconstructed image sequence.

which is shown in Fig. 2. We have compressed the original
image using both the traditional method [2] and the method
proposed in the paper. In this experiment, only a one-level
partitioning technique is used in both schemes. The size of the
range block is 8 8, and the domain block size is 16 16.
We divide the range blocks into four kinds to process them
differently as in [2]. The compression ratio (CR) and peak-
to-peak signal-to-noise ratio (PSNR) are chosen as criteria of
comparison. The result is as follows.

When using the traditional method, the compression ratio
CR , the PSNR dB.

When using the method proposed in the paper, the compres-
sion ratio CR , and the PSNR dB.

The decoded images are shown in Figs. 3 and 4.
Comparing Figs. 3 and 4, we can easily find that the fidelity

of Fig. 4 is better than that of Fig. 3, especially at the edge
of the column in the image. Comparing the PSNR and CR
indicates that the PSNR can increase nearly 4 dB, while the
CR decreases a little. So the new affine transformation can
improve the image quality.

One important point must be mentioned in the decoding
procedure. For the case where the affine transformation is
linear, the contractivity condition does not depend on the gray
level of the domain pixels; therefore, any initial image can be
used as the starting point of the decoding process. The new
affine transformation discussed in this paper has a second-
order term; therefore, the contractivity of each transformation
does depend on the gray level of the pixels in the domain
blocks, as shown in (14) and (15). Therefore, the convergence
of the decoding scheme depends on the initial image used as
the starting point of the decoding process. In this experiment,
when a black image whose gray is near zero is chosen as the
initial image, the decoding can converge, but when the gray
is near 127 or 128 (because, in the encoding procedure, the
original image has been subtracted 128 from all pixels), the
decoding does not. The unconverged reconstruction sequence
is shown in Fig. 5. We find that there are many white and black
points in the iteration image, and as the transformations iterate,
the number of white and black points increases quickly, and
the decoding image becomes disorderly. This problem affects
the practical usage of the new affine transform.

Fig. 6. Decoded image using the traditional method (two-level partitioning).

But we found that when a limitation is applied after each
iteration, the decoding can be made to converge. The limitation
used was the following.

After each iteration, the gray of the iteration image is limited
within 128 and 127. That is,

if let

if let

if remains unchanged

where is the gray level of the iteration image.
Although this limitation was sufficient for convergence

of the image tested, a more rigorous limitation would be
to determine and from (14) and (15) for each
transformation, and limit the gray values in the domains of
each transformation accordingly.

Experiment 2: The experiment is also used to test the
performance of the new affine transform. This time we use
256 256 6 “Lena” as the original image. We also compress
the original image using both the traditional method and the
method proposed in the paper. But in this experiment, we use
the two-level partitioning technique which was proposed in [2].
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Fig. 7. Decoded image using the method presented in the paper (two-level
partitioning).

The range block sizes are 8 8 and 4 4, and the domain
block sizes are 16 16 and 8 8. The results are as follows.

When using Jacquin’s method, the compression ratio CR
, and the PSNR dB.
When using the method proposed in the paper, the compres-

sion ratio CR , and the PSNR dB.
The decoding images are shown in Figs. 6 and 7.
Experiment 3: The third experiment is done to verify the

contractivity condition theorem, Theorem 1. In the coding
of the original image, for any range block, we must search
for the most similar domain block and calculate the optimal
parameters. As mentioned in Section IV-B, some parameters
do not satisfy the contractivity condition. We have to examine
the parameters and process them. So in order to test the
efficiency of Theorem 1, we compress the original image
in two different ways. First, we examine the parameters and
process them to make every parameter satisfy the contractivity
condition; the decoding procedure can converge to a good
image. Then, if we omit the examination and processing

Fig. 8. Decoded image when the contractivity condition is not applied.

procedure, the decoding procedure does not converge. Whether
or not we use the limitation in Experiment 1, the decoded
image is disorderly. It is shown in Fig. 8.
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